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1.1 Introduction 

We propose that the needs of planetary science for event-detection and time-critical observations could be well-served by a global network of low-cost remote-controlled (or autonomous) telescopes optimized for high-resolution visible light imaging of solar system targets such as Mars, Jupiter, Saturn, Uranus, Neptune, and the larger asteroids. Such a network would be well positioned for continuous coverage of other targets of opportunity such as Earth-crossing or near-Earth asteroids, stellar occultations, and other planetary phenomena operating over a wide range of time scales. Each instrument in this network will be located at a site of known good seeing, and equipped with advanced software systems for image processing to provide high-resolution visible-light data.  The resulting database will be in a form suitable for analysis by planetary and atmospheric scientists, and would assist in investigating the evolution of atmospheric features on multiple timescales (from minutes to years) for planets such as Jupiter.  The benefits of such a network can be seen in the serendipitous discovery by the principal author of an impact “scar” on Jupiter and the subsequent alert to both the amateur and professional community about this target of opportunity. A network such as proposed would be capable of detecting transient or emerging phenomena and obtaining critical coverage of early time-evolution long before large telescopic facilities could react.

1.2 Project Goals

1. Provide nearly continuous coverage of dynamic solar system objects such as Jupiter, Saturn, as well as Venus and Mars, and the larger asteroids and other targets of opportunity, such as comets.


2. Provide sustained, reliable, high resolution imaging of these targets using a combination of advanced hardware and software techniques, increasing resolution to at least double that of the  sample images shown in Fig. 1, i.e. better than 0.1 arc seconds (combined result using data from several individual sites).


3. Act as a prototype and development platform for a next generation of more powerful land-based planetary imaging systems.

1.3 Background and Discussion

The scientific community has grown accustomed to the stunning, high resolution planetary images that have been provided by the NASA/ESA Hubble Space Telescope (HST) of Mars, Jupiter and Saturn. However with the decommissioning of HST in approximately 5 - 6 years from now we will be left with no space-based visible-light instruments. This work will then be left to the ground-based telescopes or alternative replacement facilities in orbit (see the white paper by Wong et al.).

It has fallen mostly to the amateur astronomy community over the last several years to provide regular, high-resolution images of planets such as Jupiter, Mars and Saturn. Rapid advances in camera technology and personal computer speeds and software mean that extremely good high resolution images are now possible with equipment that is within the budget of a dedicated amateur planetary astronomer (sample images of Jupiter and Ganymede are shown in Fig. 1).

Indeed in the last few years the amateur imaging community has provided much of the visible light research data on targets such as Jupiter.  These data have been used in papers published in peer-reviewed journals (e.g. Sánchez-Lavega, A. et al. 2008. Nature 451, 437–440). It is only when the amateur results show some dynamic feature of interest that time is taken on larger instruments, including the Hubble Space Telescope, to capture higher-quality images.  In this regard the amateur community has demonstrated that modern, commercially available cameras and imaging techniques that can now routinely outperform the large telescopes of the previous generation in this domain at a small fraction of the cost.   The advances in CCD imaging and computational speeds make software algorithms and techniques possible now in near-real time to produce images such as those in Fig. 1 on a routine basis from locations of good seeing.  However, the amateur community generally does not provide uniformly consistent images of high quality at periods of time useful to the scientific community. 

Therefore, we propose construction of a low-cost network of perhaps 5 - 6 telescopes to be optimized for high-resolution planetary imaging. They would be operated remotely, with as much of the systems to be automated as possible, located around the world in regions of known good seeing to provide continuous overlapping coverage of planets such as Jupiter for 6 - 9 months of the year, losing time only when an object is near or in solar conjunction.   These instruments would be with mirror diameters in the 0.5-m to 1-m range, making it possible for them to be co-located at existing observatories and not requiring much additional space. To reduce construction costs and the need for ongoing maintenance, they would use commercially available hardware as much as possible. A number of advanced techniques would be used to optimize their high resolution imaging capability, including a minimal central obstruction and associated small field of view, a highly thermally controlled environment to minimize internally generated thermal noise and wave front distortion, leading to a high strehl and suitable long focal length (matched to the chosen camera).

The proposed network would also act as a test bed and development platform for the next generation of larger, more powerful land-based high-resolution imaging systems. Advances in adaptive optics and atmospheric modeling can be tested on this network to provide feedback to the development teams in a fast, time efficient manner.

Section 2 – Hardware and Infrastructure

2.1 Optical Evaluation and Design 

The specific design criteria for high resolution (long focal length) planetary imaging imposes some natural limits on the choice of optics and mount.  One possible scenario would be the use of classic Newtonian optics and design to give an instrument with a primary mirror diameter of 0.5 m and native focal length of around 2 m, (f/4), increasing this to the desired focal length by use of high quality focal extenders (Barlow lenses). This arrangement minimizes the central obstruction and provides considerable flexibility in adjusting focal length by changing the optics near the camera. This arrangement also minimizes the overall cost as many standard fabrication techniques can be employed in addition to the purchase of commercial Newtonian optical components.  Other optical arrangements are possible, e. g. the Cassegrain style that is more common in larger instruments, including systems such as the Dall-Kirkham. The final choice of optical system will be directed by the goals of achieving the desired resolution and functionality while minimizing the overall building and operating costs.

These issues are all known and solved in existing large observatory installations. However one of the goals of this proposal is to lower the costs of the instrument so that a network of many instruments can be constructed and operated. This may necessitate some compromise in the choice of optical and other systems.  The short exposure nature of this imaging, combined with the intended processing software (see section 3.5) would allow the use of either equatorial or alt-azimuth mounting systems since the individual frames of data would be rotated and merged onto an appropriate 3-dimensional surface when stacking.

2.2 Cameras

Each instrument will be fitted with a High Resolution Imaging Camera and a Low Resolution Target Acquisition camera. These will be chosen from the current set of commercially available high-sensitivity, fast frame rate machine vision cameras.  There are a number of machine vision cameras commercially available that would fit the scientific requirements for the High Resolution Camera requirements, all of which have the necessary properties of high sensitivity, low noise, and fast data transfer rates to the host computer (2 x 800Mbit firewire).  The Low Resolution Target Acquisition camera uses a low-cost, low-resolution and low data rate commercial camera as a wide-field target acquisition device. It is assumed that the pointing accuracy of the instrument as a whole will be sufficient for the target to appear in the Low Resolution camera and then the instrument control systems can command the telescope to bring the target to the center of the field by monitoring the images acquired from the Low Resolution camera.  Once in the center of the field the target will be visible in the High Resolution camera, which will take over the fine-grained pointing and control of the instrument to keep the target in the center of the field. If the target is lost then the Low Resolution camera is again used to reacquire the target.

2.3 Filters

The primary goal of this system is to provide high resolution visible-light images and so the filter set will be optimized around high quality RGB filters, augmented with UV, IR, and other narrowband filters such as O3 or others.   It is expected that a 5 or 6 position filter wheel equipped with the best available commercial filters would be sufficient.   It is possible that the exact set of filters may vary between sites in the network in order to maximize the coverage of any particular target across more filters than can be selected at any individual site.

2.4 Thermal environment and control

Thermal management is a major component to any system that is aimed at high-resolution imaging, where possible experience shows that all optical and mechanical items close to the light path must be kept within 0.5 K of ambient temperature to prevent thermal air currents and boundary layers from forming.  To this end the primary mirror design would be lightweight and geared specifically toward the minimization of these thermal effects. The fabrication would be done as a honeycomb or composite design using the thinnest possible material in all components to lower the thermal inertia. The design would include forced-air cooling using cold air that is lower than ambient to pump heat rapidly out of the primary so it can follow the ambient air temperature closely. This cold air would be pumped through ventilation holes in the composite design of the primary.  The design and location of this cooling system would be factored into the construction of the mirror to result in a cooling profile that is equalized across the optical surface, minimizing the surface deviation due to thermal gradients in the glass (or ceramic) of the primary mirror.  The benefits of this approach are evident in Fig. 1, using low-cost TEC heat pumps to perform the refrigeration.  A similar level of analysis and design must be applied to the other optical and material components in the instrument, especially considering that it is not located inside a temperature controlled observatory.

2.5 Weather Sensing

Each site will require an integrated weather-sensing system to protect against damage from rain or high winds, triggering an automated shutdown and closing of the observatory dome or building when required. This may be composed of a 180° fisheye lens and camera that monitors the sky for cloud cover and an anemometer for measuring wind speed and direction.  Where available, external weather information available via the internet will be used in addition to the local data for faster response times when adverse weather is approaching.

2.7 Other Infrastructure

The systems at each site will be housed in a relatively small enclosure, either the traditional dome with shutters or a simpler roll-off roof building. In either case the building will be situated on a concrete slab which allows the provision of external power and data cabling.  Assuming an optical design based around a 0.5m (20 inch) mirror then this self-contained observatory may have a footprint as small as 3m on a side.

Section 3 – Software

3.1 Software Assisted Collimation

High resolution planetary imaging demands precise collimation. This also impacts on the choice of optical system, as the collimation must be performed remotely and possibly automatically. A system which retains its collimation across a wide range of motion would be preferred.  It will be necessary for each instrument to have a means of remote collimation, i.e. a tilt adjustment on both primary and secondary mirrors driven by high-torque motors or similar so that the collimation may be inspected and precisely set whenever necessary.  Because the instruments will mainly be pointed at objects along the ecliptic, it will be possible to build a set of collimation profiles for these locations to allow the instrument to quickly and accurately adjust collimation depending on where they are pointed in the sky.

The two cameras in each instrument (High Resolution and Low Resolution) can optionally be used to monitor and adjust collimation while the instrument is working without any interruption. If the Low resolution camera is attached to a small refractor that is known to have no collimation drift across the range of motion of the instrument then by comparing the images being acquired by both cameras it will be possible to see and measure any collimation divergence. Furthermore this divergence can be corrected by a programmed motion of the collimation controls on the primary mirror to bring the two cameras back into agreement.  This assumes that the secondary mirror system shows no alignment errors or movement across the region of use, i.e. that all collimation drift is from the primary mirror or flexure of the structure that can be corrected by a re-pointing of the primary mirror.

3.2 Target acquisition and tracking

Image acquisition software would take over once the instrument has been slewed and positioned. Provided the target can be acquired in the Low Resolution tracking camera, then the pointing accuracy of the instrument can be corrected until the target is placed at the center of the field and then appears in the High Resolution camera.  The High resolution camera will acquire, analyze and store data at a rate of between 30 and 60 frames per second (more or less depending on the size and brightness of the target). This is sufficient for all fine-grained tracking to be performed by analysis of the targets drift in real time.  Under some circumstances, e.g. cloud or high wind, the target may be lost from view on the High resolution camera, at which time the Low Resolution camera is once again used to bring the target back into view.  High Resolution planetary imaging is more forgiving of slow tracking errors than long exposure imaging, as each exposure lasts a short time – perhaps 25ms – and any drift or regular motion only has to be small enough to incur an error of less than 1 camera pixel in that time. The software which is acquiring and analyzing the raw data from the High Resolution camera can easily correct for slow misalignments in real time and ensure that these effects are removed as the data is stacked to form the final image.

3.3 Real-time data acquisition and analysis

During the operation of the High Resolution imaging camera there will be a steady stream of data arriving at the host computer from the camera. Assuming a 1024x1024 CCD and 16 bit grayscale data at a rate of 40 frames per second this comes to approximately 80MBytes per second of data.

In practice, techniques such as Region Of Interest (ROI) can be used to restrict the data transferred from the High Res camera to only that region which encompasses the target. This may reduce the required bandwidth to half that of the full-frame bandwidth.  The data received at the host PC must be written to disk, necessitating a disk I/O bandwidth at least matching that of the camera.

Current generations of video add-in cards for small computers now come with very powerful and general-purpose programming interfaces for real-time video processing. Cards from vendors such as Nvidia and AMD/ATI are now able to perform the type of image correlation, morphing, alignment and stacking in real time and at no cost to the host PC.  It is recognized that the real-time processing will not produce a final result of the quality expected for publication or release to other agencies, however it will certainly produce an intermediate result that can be used as part of a feedback system to adjust the imaging parameters such as focus, gain and shutter so as to maximize the quality of the raw data acquired from the High Resolution imaging camera.

Under normal circumstances it can be difficult to judge the exact focus for High Resolution planetary imaging, the combination of extreme focal length and residual focal plane motion caused by atmospheric movement, combined with the relatively grainy short-exposure images can make any automated approach to focusing very difficult and prone to feedback problems.  For this problem domain, accurate focus is very difficult to maintain. The allowable depth of field for correct focus may be as little as 15 microns. Small temperature changes and movement in the mounting system can easily induce this amount of change over time, necessitating the use of a software-based automatic focusing system to routinely monitor and correct the focus on the High Resolution Camera.

These problems can be overcome by the approach outlined here, where a significant amount of real-time processing is carried out by a dedicated video card in the host system, providing exactly the information needed (including various Fourier analyses of short runs of stacked frames) as inputs to the focus feedback system.

3.4 Post Processing

The image acquisition model for this instrument will result in a stream of short-exposure, high-gain frames being sent to and stored on the host computer. In practice, many thousands of raw frames will be selected and processed to produce a final result.  This processing may include the following:

1. Image selection, where only raw frames acquired during good seeing will be used to contribute to the final image. 

2. Image translation/morphing to a sub-pixel alignment between the chosen frames to eliminate residual motion induced by the atmosphere and mount.
3. Combining the chosen frames to produce an aggregate image, using simple averaging algorithms to more complex analysis.
4. For finer definition of planetary features, image enhancement of the combined image may be used to correct the telescope + seeing conditions as a whole. 

5. Merging of final images in each of the filtered channels (e.g. a RGB image).

3.5 Advanced Image Stacking and Modeling

The rapid rotation of objects such as Jupiter imposes a natural limit on the number of consecutive frames that can be merged to form a single 2-dimensional image to only a few thousand (assuming 40 fps acquisition rate). The image alignment software can mitigate this nonlinear transformation to some extent by locking onto and aligning sub-regions of the images, and applying a suitable morphing at the junctions of these regions but even so the limitation remains.  A much better approach to aligning and stacking the frames would be to project them onto a 3 dimensional solid model of the target. Each frame would project onto its correct coordinates in latitude and longitude and the net result would be the correct merging of data gathered over a longer period of time. Using this method it is envisaged that many hours worth of data would be merged to provide the texture content for the region of the target that was visible during the entire imaging sequence.

3.6 Archiving 

For the purpose of internal use, data would be handled in NASA-standard FITS format.  The data and ancillary information would then be written into data into a format compatible with the NASA Planetary Data System and archived with the appropriate PDS node, e.g. the Atmospheres Node for images of Jupiter and Saturn

Section 4 – Scientific, programmatic, educational value

Continuous long-term monitoring of the dynamic atmospheres of the outer planets has been cited as a key recommendation by decadal survey white papers (e.g. Fletcher et al. for Jupiter, Orton et al. for Saturn).  Competition for time prevents such a database from being created by large institutional facilities, and the data recorded by the current amateur community is inconsistent both in quality and in time coverage. The near-continuous coverage we envision would allow for the following types of support

1. Critical programmatic support.  During the Galileo mission, targeting of atmospheric features – not possible using the limited bandwidth of the spacecraft - required a large investment of time from the NASA IRTF, which this program would have provided at a lower cost, and covering a larger range of feature types.  This type of support would pertain not only to a hardware-compromised spacecraft, such as the Galileo orbiter, but to future missions with only “focused” hardware experiment components (i.e. an absence of visible imaging).  It will also be useful to missions such as the planned EJSM Jovian system mission which has several targets, obviating the possibility for continuous monitoring of Jupiter and for which replanning their observing programs on short notice is not possible.

2. Contextual spatial and temporal support.  During the Juno mission later in this decade, the atmosphere will not be imaged in the visible range except for a few images directed toward public outreach, and the visible manifestation of variations of deep atmospheric clouds and composition on the chemistry of clouds in the upper atmosphere will not be known.  Similarly the manifestation of phenomena outside the narrow longitudinal range of the Juno near-infrared camera (JIRAM) and the microwave sensor (MWR) will not be known.

3. Discoveries. It was only because (a) one of us (AW) was not engaged in travel to a solar eclipse in China that attracted many others in the amateur community, and (b) another (GO) serendipitously had an observing run scheduled at the NASA IRTF, that a single impact of an unknown object into Jupiter on July 19, 2009, was detected and unambiguously verified on a timescale of 7-24 hours.  Our proposed coverage would provide surveillance on a similar or better timescale so that such singular and dramatic events would be covered with better fidelity.

4. Monitoring of time variability. Routine tracking of cloud color changes in planetary atmospheres signal changes in atmospheric chemistry and meteorology that can be diagnosed by follow-up observations at other wavelengths.  Examples include color changes in the ubiquitous cloud layer covering Venus, disturbances, upheavals and color-changes within Jupiter’s belts and giant vortices, and emergence of a giant equatorial storm in Saturn.  Our proposed network would permit acquisition of visible data of a consistent quality for quantitative analysis of these dynamic planetary atmospheres. 

5. Education. The network would provide opportunities for educational outreach, as well, if college and university students and faculty would be engaged in either routine or special data collection, as well as maintenance of facilities and equipment.   The proposed program will also provide many opportunities for beneficial international partnerships. 

6. Near infrared.  It is worth investigating whether continuous near-infrared observations could also be included in the network, using off-the-shelf technology.  This would extend the possible science target considerably, e.g. allowing continuous observations of planetary aurora. The major limitation is that the instrumentation would require a cooling stage and be more diffraction limited than in the visible. A feasibility study could investigate the potential for low-cost infrared facilities using off-the-shelf cooling devices that could be incorporated into the observatory network at a later stage.

[image: image1.jpg]Anthony Wesley, Murrumbateman Australia
6 Jun 2008 16:40.8 2 CMI 278 CMII 160 CMIII 143





[image: image2.jpg]JPL Solar System
Simulator

Ganymede, 29th June 2008 1600UTC
Anthony Wesley, Nambucca Heads

Diameter = 1.7 arc seconds




Figure 1 – Sample Images by A. Wesley.  These images exemplify those acquired by Wesley’s own personal 0.33-m Newtonian reflector, equipped with Peltier-based thermoelectric temperature control on the primary mirror. It is constructed from materials of known good thermal performance to encourage thermal equilibrium throughout the scope.  Post processing includes image alignment, commercial software for deconvolution, and other freely available software such as Registax by Cor Berrevoets. North is oriented at the top.  Wesley’s most famous image, not shown here, is one of several from 2009 July 19, discovering that an impact had taken place in Jupiter’s atmosphere.
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